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Circular Analysis
Selective analysis/double dipping

• The selection of the details of a data analysis using the data that 
is being analyzed. 

• Use the same data twice.  
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https://en.wikipedia.org/wiki/Circular_analysis

• Assumptions can interact with 
data to shape the results.  



Circular Analysis
Selective analysis/double dipping

• Common causes of circularity: selection, weighting, and sorting, 
consciously or unconsciously.

• Example 1. Post-model or feature selection analysis
• Example 2. Model weighting or averaging 
• Example 3. Pre-testing estimation 
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• However, each of the three can tinge the results, distorting 
the estimate or invalidating statistical tests.

Yes, but really?
• Today, showcase an example that double dipping might be 

beneficial! 5

Circular Analysis
The danger of double dipping



Circular Analysis in Data Integration
Multiple data sources

Multiple data sources are popular for research purposes. 

Example 1. Causal analysis for treatment effect evaluation
• Conventional gold-standard randomized clinical trials (RCT)
• Newly emerging real-world observational data (RWD) (e.g., electronic health records)

Example 2. Survey sampling for population quantity analysis
• Conventional gold-standard probability samples 
• Newly emerging non-probability samples (e.g., large web-panel data) 
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Data Integration
Complementarity
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Data sources Features

RCT Randomization of treatment; however, small sample size, less 
patient diversity, costly and time-consuming.

RWD Large sample size, more patient diversity, cheaper and fast data 
collection; however, lack randomization of treatment.

Prob samples Known sampling weights; however, costly and time-consuming, 
increasing nonresponses 

Non-prob samples Large sample size, cheaper and fast turn-around data collection; 
however, unknown sampling mechanism
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Data Integration
Test-then-Pool is a natural idea

It is appealing to integrate the small gold-standard 
sample with the large external sample to reduce 
variance. 

Pretesting sample comparability is crucial to avoid 
biases from the external sample.
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Data Integration
Test-then-Pool is a natural idea

“Test-then-Pool” is a natural idea, but double dipping! 

We will need 

1. an appropriate asymptotics framework to reveal its non-
regularity;

2. an appropriate inference framework for uniformly valid 
inference. 



Data Integration
General statistical setup
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Data Integration
Two simple analysis strategies

11



Test for Comparability of Sample A and Sample B
Sample A is gold standard: � �A,�0

 �  = 0 by design.
�0: � �B,�0

 �  = 0 versus ��: � �B,�0
 �  = �fix ≠ 0

Conduct joint analysis using 
pooled Sample A and Sample B

If H0  is not rejected If H0 is rejected

Conduct analysis using only 
Sample A
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Circular Analysis in Data Integration
Test-then-Pool



Test-then-Pool
Test statistics
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Test-then-Pool
Test-based integrative estimator

14



Test-then-Pool
Asymptotic distribution?
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Test-then-Pool
Correct choice: A & D

16



Test-then-Pool
Asymptotic distribution
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Test-then-Pool
Comparison among 
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Test-then-Pool
Finite-sample behavior of ��/� ���� − �� 

• A toy example with a weak violation 
of the comparability between 
Samples A and B

• The finite-sample distribution of 
test-then-pool can be far from the 
asymptotic normality. 
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Test-then-Pool
Problems with fixed althernative
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Test-then-Pool
Local alternative

21



Test-then-Pool
Moving-parameter asymptotics
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Test-then-Pool
Adaptive selection of �
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Test-then-Pool
Non-regularity and inference

• Limit depends on local parameter �  non-regularity 

• We need inference procedures that are valid under local 
alternatives
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Our journey for solving this problem
Several failed attempts
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Q1
Naïve bootstrap?
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Q2
m-out-n bootstrap or subsampling?

However, these can be difficult to tune and can induce significant 
finite-sample bias.
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Q3
Sample splitting?
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Q3
Sample splitting?
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•            sample splitting 
cannot solve the problem.

• The pretesting procedure 
has errors. 

• While classical inference 
(even based on the 
inference sample) does not 
take this into account. 

Comparable

Weak violation

Strong violation



Q4
Soft thresholding mitigates non-regularity?

• Can we replace � � < ��  by a smooth approximation? 

• Example 1. A smooth weight function Φ� �� − � ,  where Φ� �  is the normal 
CDF

• Example 2. The p-value from the test 1 − ���
2 � , where ���

2 �  is the ��
2  CDF  

• Example 3. Bagging: average the bootstrap replications
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• Yes. But really, no.  

• The bias induced by this smoothing is non-trivial and driving the 
bias down either inflates the variance or destroys local uniform 
convergence. 
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Q4
Soft thresholding mitigates non-regularity?



Test-then-Pool
An adaptive confidence interval
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Test-then-Pool
An adaptive confidence interval
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Test-then-Pool
An adaptive confidence interval
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Simulation – setup in causal inference
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Result: point estimation
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Result: coverage properties

AB cannot control type-I error ttp is more precise than A 

Case 1: Zero HTE
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A and ttp have good coverage rates

(A)                   (AB)             ttp                               (A)                    (AB)            ttp



Result: coverage properties

ttp is more precise/powerful than A 

Case 2: Non-zero HTE
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A and ttp have good coverage rates

(A)                   (AB)             ttp                               (A)                    (AB)            ttp



CALGB 9633
Adjuvant chemotherapy for early-stage NSCLC
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NCDB
National Cancer Database
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Summary of two data sources

41

Clinical questions of interest: 
How the effect of adjuvant chemotherapy varies over patients with different tumor sizes?



Results: HTE
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Results: HTE

Result: Patients with tumor sizes in [3.67;8.57] cm significantly benefit from adj. chomo. in reducing death 
rates within 3 years after the surgery.
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Summary

Say “No” to double dipping. Really?
• Pretesting helps borrowing comparable information. 

Pretesting causes non-regularity 
• Fixed-parameter asymptotics provide poor approximation to the 

finite sample distribution  standard inference unreliable
• Local-parameter asymptotics faithfully capture non-regularity as 

sample size grows large  reliable for inference
• Adaptive CIs remain valid under local parameter asymptotics
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