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Circular Analysis
Selective analysis/double dipping

* The selection of the details of a data analysis using the data that
1s being analyzed.

e Use the same data twice.

* Assumptions can interact with

data to shape the results.

https://en.wikipedia.org/wiki/ Circular_anal
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Circular Analysis
Selective analysis/double dipping

* Common causes of circularity: selection, weighting, and sorting,
consciously or unconsciously.

* Example 1. Post-model or feature selection analysis
* Example 2. Model weighting or averaging
* Example 3. Pre-testing estimation

Classes to be discriminated
Selection criteria by weighting Sorting criteria

v
—— :
———— ’
—— -

Data + + Results Data Results Data Results
———— +




Circular Analysis
The danger of double dipping

* However, each of the three can tinge the results, distorting
the estimate or invalidating statistical tests.

Yes, but really?
* Today, showcase an example that double dipping might be
beneficial!



Circular Analysis in Data Integration
Multiple data sources

Multiple data sources are popular for research purposes.

Example 1. Causal analysis for treatment effect evaluation
* Conventional gold-standard randomized clinical trials (RCT)
* Newly emerging real-world observational data (RWD) (e.g., electronic health records)

Example 2. Survey sampling for population quantity analysis
* Conventional gold-standard probability samples
* Newly emerging non-probability samples (e.g., large web-panel data)
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RCT
RWD

Prob samples

Non-prob samples

Data Integration
Complementarity

' 1

Randomization of treatment; however, small sample size, less
patient diversity, costly and time-consuming.

Large sample size, more patient diversity, cheaper and fast data
collection; however, lack randomization of treatment.

Known sampling weights; however, costly and time-consuming,
increasing nonresponses

Large sample size, cheaper and fast turn-around data collection;
however, unknown sampling mechanism



Data Integration
Test-then-Pool is a natural idea

It 1s appealing to integrate the small gold-standard
sample with the large external sample to reduce

variance.

Pretesting sample comparability 1s crucial to avoid
biases from the external sample.



Data Integration
Test-then-Pool is a natural idea

“Test-then-Pool” is a natural 1dea, but double dipping!

We will need

1. an appropriate asymptotics framework to reveal its non-
regularity;

2. an appropriate inference framework for uniformly valid
inference.



Data Integration
General statistical setup

e V: the generic data variable

oV = (X,A,Y): the pretreatment covariates, treatment assignment, outcome

oV = (X,Y): the auxiliary variables and study variable of interest

e 0: 0 = 1 Sample A (the gold-standard study) and O in Sample B (the auxiliary study)

e Parameter of interest Yy € R”: defined through E{S,(V)} = 0, where S € R” is a score

function, including

o Average treatment effect, Marginal Structural Model parameters, etc

o Population mean of Y
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Data Integration
Two simple analysis strategies

e Sample A data score: Sa y(V) = 6Sy(V) e R?
e Sample B data score: Sg.y(V) = (1—6)Sy(V) e R?

o Y solves P, S (V) = 0: small bias but large variance
o Y solves P,{Sa y(V)+ S y(V)} = 0: small variance but possibly large bias

o P.f(V)=n"lY1, F(V)
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Circular Analysis in Data Integration
Test-then-Pool

Test for Comparability of Sample A and Sample B

Sample A is gold standard: A o = 0 by design.
0- B, o = 0 versus : B, o = fix *~ 0
If H, is not rejected y % If Hy 1s
Conduct joint analysis using Conduct analysis using

pooled Sample A and Sample B Sample A

12



Test-then-Pool
Test statistics

Key insights

1. Y5 is always consistent by design

2 S’\B;;,; A(V,-) is small under Hp and large under H,

The test statistic -
A { ) Sg.g,(Vi) —0} no { )" Sg.g,(V2) —0}
i€A ich

e Ygs is a variance estimator for Yica §B,$A(W)’ e.g., obtained by the re-sampling method.
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Test-then-Pool
Test-based integrative estimator

®cy= xfm, the (1 — y)th percentile of ){f,

The test-then-pool integrative estimator Wi, solves

4

Y. 3 ESu(V) + IT <cy) (1-8)Sy(Vi) p =0
icddUB | =~ St W =~
( Sample A EE ~ Combine or not Sample B EE

N

® Yip mixes Ya | (T > c¢y) and Yap | (T < cy)
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Test-then-Pool
Asymptotic distribution?
® Yy belongs to the class of pre-test estimators
e Challenge

o 1) estimator depends on the random outcome of pre-testing

o 11) test and estimator are constructed based on the same data

e What is the asymptotic distribution of Wi?
A. Normal

B. Mixture of Normals
C. Mixture of non-Normals

D. Mixture of Normal and non-Normal

15
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e Under H,: A. Normal (N)

0.4

density

0.3

0.1+

0.0

Test-then-Pool
Correct choice: A& D

e Under Hyp: D. Mixture of N and non-N

0.0

25

50

Distribution
[T] Normal

density

0.4

0.2+

0.0

0.0

25

Distribution

[[] Mixture

i) Mixture.M1
L1 Mixture M2
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Test-then-Pool
Asymptotic distribution
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Test-then-Pool
Comparison among ¥a. Vi, ¥as
e Under H,

e Under Hy
0.4+ 0.4
> Distribution = Distribution
‘@ [] test-then-pool kz) [] test-then-pool
& T AB @ I AB
= Ll A = A
0.2 0.2
0.0 0.0
25 50 25 0.0 25




e, Test-then-Pool
Finite-sample behavior of

* A toy example with a weak violation
of the comparability between
Samples A and B

* The finite-sample distribution of
test-then-pool can be far from the—

density

/T

0.4+

Distribution

| test-then-pool
L. AB
o A

asymptotic normality.

0.21

0.0+
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Test-then-Pool
Problems with fixed althernative

e The asymptotic approximation to nl/ z(u’?ttp — Y) is poor as it fails to account for the uncer-
tainty in /(T < cy)
o No uncertainty about /(T < cy) as n — oo i.e., the power of rejecting Hy goes to 1

o Under weak violation (e.g., existance of a weak unmeasured confounder), difficulty in

making a definitive decision even with a large sample size

o Mismatch between the finite-sample behavior and the fixed-parameter asymptotics

e We need an asymptotic framework that retains uncertainty about /(7" < cy) as n — oo

20



G RIATE Test-then-Pool
Local alternative

e [dea: consider a sequence of alternative hypotheses, under which the key features of sampling

distribution are retained asymptotically

e Sample comparability may be violated

o (Local alternative) H,, ,: IE{SB,V,O(V)} =n-l/ 217, where 1) is the local parameter

e /2 perturbations of Hy
e Commonly used for comparing power of hypothesis tests

e H, , is useful to study finite-sample properties (e.g. weak violation)
o Staiger and Stock (1997) IV regression with weak instruments

e H, , compasses Hy (i.e., = 0) and H, (i.e., ] = o)

21



Test-then-Pool
Moving-parameter asymptotics

e Uiy follows a limiting “mixture” distribution

1. H, : A (7y;11 = £oo) reduces to Normal (0, V4 ), regular
2.Hp and H, , : .#(y;7n) indexed by 1, non-regular

22



Test-then-Pool
Adaptive selection of

Insight for selecting ¥ (recall ¢y = x;%.,l—y)

MSE(y,1) = VaB +Vitetig (cy; Av)l‘}‘\(VABn )®2g2(cys )

7

Term 1 Term 2

e if 1 1s small, the MSE is dominated by Term 1, can be made small for a small y (more likely to
accept RWD)

e if 1 is large, the MSE is dominated by Term 2, can be made small for a large y (more likely to
reject RWD)
Adaptive selection
e select v that minimizes MSE(y;7), where 1) = n_1/2256@§B,@A(W)
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Test-then-Pool
Non-reqularity and inference

« Limit depends on local parameter -2 non-regularity

* We need inference procedures that are valid under local
alternatives

24
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Our journey for solving this problem
Several failed attempts

'z
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Naive bootstrap?

NO
e Can we use the nonparametric bootstrap? \

® Yiyp is a non-smooth test-based estimator due to the indicator of the test
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m-out-n bootstrap or subsampling?

e Yes! There are potential solutions:

o m-out-of-n bootstrap (Bickel et al 1997)

o subsampling (Politis et al 1999)

However, these can be difficult to tune and can induce significant
finite-sample bias.
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Sample splitting?

type
® Sample A
® Sample B
Samples A and B Sample for pretesting Sample for est and inference
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Q3

Sample splitting?

g \ . e
« WY sample splitting
cannot solve the problem.

* The pretesting procedure
has errors.

* While classical inference
(even based on the
inference sample) does not
take this into account.

Pre-testing

b vr=1 =1
Comparable] 0 94.0  95.2
0.11 93.0 95.2
023  OEGHNOD
034  GOGNNSSS
Weak violation | 0-46
0-57 o0 [ on o

0.69

0.8

1

Strong violation}, 2 i B o
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Soft thresholding mitigates non-reqularity?

* (Can we replace < by a smooth approximation?
 Example 1. A smooth weight function @ — , wWhere @ 1s the normal
CDF

« Example 2. The p-value fromthetest 1 — 2 ,where 2 isthe 2 CDF

 Example 3. Bagging: average the bootstrap replications

30
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Soft thresholding mitigates non-reqularity?

* Yes. But really, no.

* The bias induced by this smoothing is non-trivial and driving the

bias down either inflates the variance or destroys local uniform
convergence.

31



Test-then-Pool
An adaptive confidence interval

e Consider e, yp the kth component of

Adaptive CI for nt/ ze}f(l//}np — W)

1. H,, standard asymptotics, usual CI based on normal quantiles: [Qa /25 Ql_a /2]

2. Ho, H, ,, non-standard asymptotics, least favorable CI

e Use T to distinguish between H, and Hy,H, , : generalized moment selection (Andrews and
Soares, 2007)

i Compare T and «;, = {log(n)}'/?
H,: T — o0 if T > «;, then H,
Ho,H,: T = Op(1) iff 7 < &, then Hy Hoo




Test-then-Pool
An adaptive confidence interval

e | east favorable CI under Hy and H, ,,
o Forafixedn,a(l—a) Clis [éa/z(n),él_a/z(n)], where O (1) approximate c-th quantile
of 4 (y:M)
o #B_q: abounded 1 — o region of n from Normal{n_1/225€@§B!¢A(%), s}

o (1 — a) least favorable CI

inf Qz,n(n), sup Oy g,(n
ne®, - a/Z( e 1—a/2 )

o

with(1-a)’=1-«
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Test-then-Pool
An adaptive confidence interval

—

[Qa/zﬁél—a/z]ﬁ T =%

[infneﬁ’l_a 03/2(N),SUpyem él_a/z(n)] ; HT <
ACY. = a
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Simulation - setup in causal inference

Goal: assess the robustness against RWD incomparability and the adaptive inference

e Observed X =Z = (1,X1,X2)", Xj ~ Normal(1,1) for j = 1,2; Unmeasured U ~ Normal(1, 1)
e Potential outcome Y(a) | X = u(X)+ax t(Z) +€(a),

u(X)=Xi+X>+U, HTE:©(Z)=vwo+ yiXi+ Xz

e Parameter of interest

o (Y1, yn) = (0,0): zero effect modification; (Y, y2) = (1, 1): non-zero effect modification
e RCT (n~ 600) A ~ Bernoulli(0.5)
e RWD (m = 2000) A ~ Bernoulli{eg(X)}, logit{eo(X)} = 1 —2X; —bU

b e {0,0.11,0.23,0.34,0.46,0.57,0.69,0.80, 1,2}

e i

ey —— =i — weak — — — — strong violation of UNC
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A and ttp have good coverage rates

Result: coverage properties

Case 1: Zero HTE

RCT (;\/ N RCT (A) Eff (AB)
vi=0 yw Vi=0 yo=0Ng=0y,=0 (y1=0y2=0 y1=0 yo=0 y; =0 y,=0

b Coverage Rate (% Width (x1073)

0 94.1 94. 1 03.8 937 92.7 92.5 528 528 243 242 472 473
0.11]] 94.1 94.1 02.2 92.7 93.2 92.8 N2l 528 242 242 488 487
0.34 ]} 94.1 94.00] 83.2 8451|940 938 528 528 241 241 516 516
0.46 || 94.1 9o4.00y 74.7 7631|945 945 )23 D23 239 530 530
0.57]] 94.1 94.01] 664 66.1 955 952 528 528 238 535 535
0.69|] 94.1 94.1 56.1 56311955 958 528 528 235 534 534

0.8 || 94.1 94.01] 46.3 4681|955 956 528 528 &3 532 v

1 94.1 94.00] 31.5 31.1 95.5 95.00 528 528 9 529 529

2 94.1 94.0 2.9 3.6 943 944 528 528 207 527 527

f

AB cannot control type-| error

ttp is more precise than A

37



Result: coverage properties

A and ttp have good coverage rates Case 2: Non-zero HTE
/" \\
RCT (A) Eff (A ftp RCT (A) Eff (AB) tp
vi=lyp=yi=1wy=1 sl yp=1 yi=1wy=1ly=1wyv=1y=1y=I
b o~ Coverage Rate (%) __ N\, Width (x 1073)

0 | p43 938 | 95.0 942 P27 925 329 530 243 243 472 474
0.11| p43 938 | 933 929 Pp29 927 529 530 242 243 479 480
0.34| p43 938 | 849 835 p44d4 935 529 530 241 242 511 514
0.46| P43 938 | 76.8 758 P45 944 529 530 240 240 | 524 526

0.57| p43 938 | 67.2 66.8 P55 948 529 530 238 239 530 532
0.69| p43 938 | 568 559 P53 946 328 530 36 236 529 331
08| P43 938 ] 465 452 P53 950 529 530 283 23 530 532
1 043 93.8 | 309 294 P55 949 529 530 22 250 530 532
2 | p43 9338 2.6 3.0 047  94.2 529 530 208 09 528 530

Vv

ttp is more precise/powerful than A



CALGB 9633

Adjuvant chemotherapy for early-stage NSCLC

Goal: evaluate the effect of adjuvant chemotherapy for early-

stage non-small-cell lung cancer (NSCLC)

e RCT: CALGB 9633 is the only trial designed for early-stage
NSCLCH

e RCT was undersized to detect clinically meaningful im-

provements.

e Exploratory analysis: patients with tumor size > 4.0 cm may
benefit

a

o Strauss, G. M., et al. (2008). Adjuvant paclitaxel plus carboplatin compared with observa-
tion in stage IB non-small-cell lung cancer: C9633 with the Cancer and Leukemia Group
B, Radiation Therapy Oncology Group, and North Central Cancer Treatment Group Study
Groups. Journal of Clinical Oncology.

o Strauss, G. M., et al. (2011). Adjuvant chemotherapy (AC) in stage IB non-small cell lung
cancer (NSCLC): Long-term follow-up of CALGB 9633. Journal of Clinical Oncology.

RCT OF ADJUVANT CHEMOTHERAPY IN STAGE IB NSCLC

ADJUVANT

/' CHEMOTHERAPY
Paclitaxel, 200 mgim?

TZNOMO COMPLETE Carboplatin, AUC=6 mg/ml x min

4 cycles over 12 weeks
stage IB —p SURGICAL
NSCLC RESECTION

randomization

N\
within 4-8 wks of resection OBSERVATION

STRATIFIED

squamous vs. other

poorly differentiated vs. other
mediastinoscopy: yes vs. no
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NCDB

National Cancer Database

/
/ Quality Progr For Medical i For Patients ACS R

Overview Call for Data Participant User Files Events & Education

ICER P 1

National Cancer

Database

Leverage data wisely, proactively improve care

e NCDB is an oncology outcomes database that collects information on 70% of all new invasive cancer diag-

noses in U.S.

e 1,5207 patients diagnosed with NSCLC between years 2004 — 2016 with stage IB disease who first had

surgery and then received either adjuvant chemotherapy or on observation (i.e. no chemotherapy).



Summary of two data sources

e Treatment: On Observation (Obs), Adjuvant chemotherapy (Adj chemo)

e Covariate: gender (1 = male, 0 = female), age, indicator for histology (1 = squamous, 0 = non-squamous),

tumor size in cm

e Outcome: whether died by year 3 after surgery

Covariate means by treatment group in CALGB 9633 and NCDB.
A  Sample size Gender Age Histology Tumor size
RCT: CALGB 9633 A=1 156 64.1% 60.57 40.4% 4.62
n=319 A=0 163 63.8% 61.08 39.3% 4.57
RWD: NCDB A=1 4271 54.2% 63.93 35.5% 5.19
m = 15207 A=0 10936 54.8% 69.42 40.4% 4.68

Clinical questions of interest:
How the effect of adjuvant chemotherapy varies over patients with different tumor sizes?

41



Results: HTE

e Causal risk difference:

Tyo(X) = Yo,1 + Yo2 X tumor size*

tumor size*= (tumor size—4.82)/1.72

Intercept (Yo 1) tumor size™ (Y 2)
Est. S.E. 2 Est,. S.E. C.L

RCT -0.094 0.054 (-0.202,0.015) 0.002 0.055 (-0.107,0.111)
Eff -0.076 0.0083 (-0.093, -0.059) -0.026 0.009 (-0.043, -0.009)
Test-based -0.076 0.0196 (-0.115, -0.037) -0.026 0.029 (-0.084, 0.032)

e T = 1.9: no strong evidence of incomparability of the matched NCDB
® Vi = Vet

e SE of Yy, is larger than that of Y. due to the pre-test

42



Results: HTE

g RCT (A)
o | : - - eff (AB)
3]
L o
° o
c
©
&
s o
O O -
= [
v
OI'_

tumor size*

Result: Patients with tumor sizes in [3.67;8.57] cm significantly benefit from adj. chomo. in reducing death
rates within 3 years after the surgery.
43
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Say “No” to double dipping. Really?
Pretesting helps borrowing comparable info

Pretesting causes non-regularity
Fixed-parameter asymptotics provide poor appro
finite sample distribution = standard inference un
Local-parameter asymptotics faithfully capture non-
sample size grows large =2 reliable for inference
Adaptive Cls remain valid under local parameter asym



Thank You for Your Attention!

QUESTIONS?

https://shuyang.wordpress.ncsu.edu/

syang24 @ncsu.edu

45



